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Abstract—With the emergence of on-chip networks, router buffer power has

become a primary concern. Elastic buffer (EB) flow control utilizes existing pipeline

flip-flops in the channels to implement distributed FIFOs, eliminating the need for

input buffers at the routers. EB routers have been shown to be more efficient than

virtual channel routers, as they do not require input buffers or complex logic for

managing virtual channels and tracking credits. Wormhole routers are more

comparable in terms of complexity because they also lack virtual channels. This

paper compares EB and wormhole routers and explores novel hybrid designs to

more closely examine the effect of design simplicity and input buffer cost. Our

results show that EB routers have up to 25 percent smaller cycle time compared to

wormhole and hybrid routers. Moreover, EB flow control requires 10 percent less

energy to transfer a single bit through a router and offers three percent more

throughput per unit energy as well as 62 percent more throughput per unit area.

The main contributor to these results is the cost and delay overhead of the input

buffer.

Index Terms—On-chip interconnection networks, interconnection architectures.

Ç

1 INTRODUCTION

SCALABLE networks-on-chip [1] have been developed to serve the
communication requirements of chips with numerous processors,
memory elements or other logic blocks. Past implementations have
accounted for up to 30 percent of the total power consumption of
the Intel 80-core Terascale chip [2] and 40 percent of the MIT RAW
chip [3]. Compared to off-chip networks, wires are available in
abundance in the on-chip environment, while buffer cost is more
significant [1]. Buffers are commonly implemented in network
routers and used by the flow control scheme to enqueue
contenting packets or flits [4]. Buffers can occupy as much as
75 percent of the network area, as in the TRIPS prototype [5].
Technology constraints can significantly affect buffer implementa-
tion and cost.

There have been multiple proposals to eliminate these buffers in

order to reduce area and power consumption. In such bufferless
flow control schemes, contending packets or flits are either dropped
and retransmitted by their source [6] or deflected to a free output
port [7]. Since this penalizes network performance and energy
consumption under high loads, these schemes are aimed at lightly
loaded networks. However, these networks can still be designed to
provide guaranteed throughput and multicast support [8].

In addition, hybrid schemes combining wormhole and circuit-

switching flow controls have been proposed [9], [10]. They use

circuit switching to establish connections between frequent

communication pairs and bypass intermediate router pipelines

and buffers. Express virtual channel (VCs) [11] accomplish the

same goal by defining multihop express paths in the network.
Elastic buffer (EB) flow control was recently proposed to

eliminate router buffers while preserving buffering in the

network [12]. Pipeline flip-flop (FFs) become EBs with two
storage locations through the addition of a small logic block
which controls their master and slave latch enable inputs
independently. The two inputs are still gated by the clock as in
master-slave FFs. EBs can be implemented as custom cells to
increase efficiency and guarantee that the two latches can never
be enabled simultaneously. Having EBs in sequence enables
channels to act as distributed FIFOs. Flits progress among EBs
using a ready-valid handshake similar to the valid-stall hand-
shake of [13]. Therefore, channels are used for buffering and
router buffers are removed, eliminating the associated area and
energy costs. EB networks trade off these savings for a wider
datapath that increases their throughput and makes them more
energy and area efficient than VC networks [12], [14]. Fig. 1
shows an illustration of an EB.

EB routers have the area and energy benefits of circuit-switched
routers, without the latency and energy overhead of setting up and
tearing down circuits. They do not require credits, and only need
simple per-output arbiters instead of full-fledged allocators, as
each input may only request a single output. For 5� 5 2D mesh
routers, the baseline two-stage router presented in [12] reduces
cycle time by 18 percent, area by 77 percent, and dynamic power
by 95 percent compared to a similar VC router with two VCs, eight
buffer slots statically assigned to each, and buffers implemented as
FF arrays. Assuming equal clock frequencies for both and efficient
custom SRAM input buffers, EB networks provide up to 12 percent
more throughput per unit power.

Further work has proposed improved EB router designs in the
form of the enhanced two-stage and the single-stage routers [14].
The enhanced two-stage router, shown in Fig. 2, improves the
baseline design of [12] by reducing the cycle time by 42 percent.
This is accomplished by using a two-slot output EB instead of a
three-slot output EB which has to be implemented as a FIFO, and
by using look-ahead routing [15] to precompute routing decisions.
Therefore, routing computation is performed in parallel with
arbitration, removing routing from the critical path of the first
pipeline stage. On the other hand, the single-stage router merges
the two pipeline stages of the enhanced two-stage router in order
to avoid pipelining overhead and to optimize latency; it is
illustrated in Fig. 3. The single-stage router reduces the required
energy per bit by 29 percent and the zero-load latency in clock
cycles by 24 percent compared to the enhanced two-stage router.

This paper compares EB and wormhole routers [16], [17].
Although wormhole routers still feature input buffers and credit-
based flow control, they lack VCs, and thus do not require VC and
switch allocators. Instead, like EB routers, they use simple output
arbiters. Their credit handling logic is also simpler than that of
VC routers. Consequently, their design complexity is more
comparable to EB routers. In this paper, we investigate whether
the gains reported in [12] are mostly attributed to design simplicity
due to removing VCs and allocation, or input buffer cost. Because
accurately modeling timing paths and buffer cost is crucial, we
base our analysis on fully placed and routed standard-cell
implementations.

Furthermore, we investigate and evaluate novel hybrid EB-
wormhole router designs, which add input buffers to the enhanced
two-stage and single-stage EB routers. These routers still use the
channels as distributed FIFOs, but provide additional buffering.
We examine the trade-off between the cost of the added input
buffer and the associated increase in throughput in a simple router
design without VCs. Our results demonstrate how adding extra
input buffering in EB networks affects area and power efficiency.

Our results for an 8� 8 2D mesh with dimension-order routing
(DOR) show that the enhanced two-stage router on average has a
25 percent smaller cycle time. The single-stage EB router offers
three percent more throughput per unit energy, 62 percent more
throughput per unit router area, and has a 10 percent lower zero-
load latency per unit throughput compared to the most efficient
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FIFO-based router (i.e., wormhole or hybrid) for each case; results
are averaged across all datapath widths we evaluated.

The FIFO is the dominant factor for all results. Buffer read was
part of the critical path in most configurations. Moreover, for a
20 percent flit injection rate and by averaging among the datapath
widths we evaluated, the FIFO contributes 56 and 60 percent of the
area and 21 and 17 percent of the power of the wormhole and
hybrid routers, respectively. Furthermore, the credit handling logic
adds complexity and has a higher processing delay in the
upstream router, which causes flits to wait an extra cycle before
departing from a buffer after congestion is alleviated at the next
downstream router.

EB routers are more efficient than FIFO-based routers in all
aspects. Among the EB routers, the single-stage router is preferable
in terms of throughput efficiency, router area, energy, and zero-
load latency. Trading off energy and area savings for an increased
datapath width provides greater benefits than the enhanced two-
stage router’s smaller cycle time for the above aspects. Therefore,
we show that EB flow control is more efficient than wormhole flow
control due to the FIFO overhead.

In summary, the main contributions of this paper are:

. We compare the EB routers of [14] against the wormhole
router. We show that the EB routers are more efficient than
the wormhole router for all comparison aspects. Thus, the
dominant factor for EB network gains is the cost and delay
overhead associated with the input buffer.

. We explore hybrid EB-wormhole router designs, and show
that adding extra input buffering in EB networks reduces
efficiency.

. For all conclusions, we offer insight and isolate the
underlying causes. Specifically, the primary contributor
to the above results is the input FIFO complexity and cost.

2 HYBRID EB-WORMHOLE ROUTERS

EB routers already feature an EB at their inputs for pipelining
[12], [14]. That input EB essentially is a two-slot input FIFO.

Wormhole routers [17], on the other hand, typically have
significantly deeper input FIFOs; in particular, with credit-based
flow control, the FIFOs need to be at least deep enough to cover
the credit round-trip and processing delay in order to avoid
channel underutilization.

The wormhole router implemented for this study is shown in
Fig. 4; we use a two-stage pipeline in order to avoid excessive
critical path delay. The credit handling logic is placed at each
output port and drives a single-bit signal to the output’s arbiter,
inhibiting grants if no credits are available. For energy efficiency
reasons, our router design does not have an intermediate pipeline
register between the input buffer and the crossbar.1 Switch
arbitration in a given cycle sets up the crossbar control signals
for the next cycle; hence, when a tail flit is at the head of the buffer
and begins crossbar traversal, the control signals driving the
switch arbitration logic must be generated from the head flit
behind it. In order to be able to handle this situation without
adding either a second read port to the input buffer or a stall cycle
between successive packets, we track routing information for each
packet in a separate header buffer. This buffer’s small width allows
us to choose an implementation that is optimized for fast read-out
at the cost of slightly increased energy, and to thus minimize the
delay going into the switch arbiter logic. As with the baseline
EB designs, we include input- and output-side register stages to
ensure that the full clock cycle is available to the adjacent channel
segments for signal propagation. Without such registers, the FIFO
write delay caused by address decoding, internal fan out to the
individual storage elements, and their respective setup time
requirements-would have to be borrowed from the preceding
channel segment, and both the FIFO’s read delay and the crossbar
traversal delay would have to be borrowed from the subsequent
one; this reduces the time available for signal propagation and thus
the maximum channel length. Since the transfer of flits from the
input register to the FIFO is overlapped with switch allocation, it
does not incur additional pipeline delay.
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1. Note that even with such a register, allowing the flit buffer to be
fully bypassed adversely affects timing, as the bypass logic depends on
the outcome of switch arbitration, which in turn is not available until late
in the cycle.

Fig. 4. The wormhole router.

Fig. 1. An elastic buffer.

Fig. 2. The enhanced two-stage EB router.

Fig. 3. The single-stage EB router.



The hybrid EB-wormhole router designs we propose in this
study replace the input EB with a FIFO. This two-stage hybrid
router design is illustrated in Fig. 5. Credit-based flow control is
replaced with the ready-valid handshake of EB channels. There-
fore, the input FIFO also interfaces using the ready-valid
handshake. The illustrated design has an intermediate EB and
synchronization logic functioning in the same way as the enhanced
two-stage router [14]. While the intermediate EB is not required,
removing it would require the router to read from FIFO locations
other than the head or have a separate structure as described
above. Therefore, the total number of flits that the hybrid router
can store at each input is given by the number of entries in the
FIFO plus two for the intermediate EB. Unlike the baseline EB and
wormhole designs, this hybrid design writes directly from the
channel into the input buffer, reducing energy consumption at the
cost of additional timing pressure on the preceding channel
segment. While this favors the hybrid router in terms of energy
and cost because we ignore the extra time borrowed from the
channel, we show in Section 3.2 that at least one of the two baseline
EB routers is still preferable to it in each case.

Further hybrid designs are possible. For example, the input EB
can be preserved in addition to the FIFO, as illustrated in Fig. 6.
This makes the FIFO smaller for the same amount of total input
buffering. It also enables flits that do not face contention to bypass
the FIFO and be stored directly to the intermediate EB if the FIFO is
empty. However, if the FIFO cannot be bypassed, additional
energy is expended for traversing the extra input EB and
multiplexing logic. On the other hand, if the FIFO is bypassed, it
may be small enough to have a comparable energy overhead with
the input EB and the bypassing logic complexity. Therefore, we do
not use buffer bypassing in this work for the wormhole and hybrid
routers. However, buffer bypassing may be of interest to lightly
loaded networks depending on their buffer sizes.

To fully explore the design space, we also briefly consider
hybrid routers based on the single-stage router.

3 EVALUATION

This section begins by outlining our evaluation methodology in
Section 3.1, and then presents our results in Section 3.2.

3.1 Methodology

Implementation results were obtained by synthesizing a single
instance of each router design using Synopsys Design Compiler and
performing place and route (PnR) using Cadence Silicon Encounter.
All data points were extracted for routers placed and routed for
their minimum clock cycles. This is a design choice which
prioritizes cycle time, instead of energy or area. The minimum
clock cycle for each router was determined after performing static
timing analysis with post-PnR parasitics. Similarly, energy per
transferred bit was calculated by driving the post-PnR netlists with
pseudorandom input traffic using a test environment separate from
the cycle-accurate network simulator that we discuss below.

Low-power optimizations, such as clock gating the FIFO FFs, were

automatically applied by the synthesis and PnR tools.
We used a commercial 45 nm low-power technology library

under worst-case conditions. The initial floorplan utilization was
set to 70 percent. Primary input and output driving strengths,
loads, and timing constraints were specified to realistically model
network channels at the router ports. Due to technology usage
constraints, the FIFOs were implemented from FF arrays. We
assumed an 8� 8 2D mesh network using radix-5 routers with a
single network terminal attached to each. Router ports were placed
in the floorplan according to the inter-router connections of the
assumed network. Deterministic DOR was used. Round-robin
arbiters were used for switch arbitration. The switch was
implemented using multiplexers.

The network throughput and latency data points were generated
using a modified version of Booksim [18], a cycle-accurate network
simulator. The packet size was held constant at 512 bits. No
communication protocol was assumed; therefore, we used a single
physical network defining a single traffic class. Unless otherwise
specified, for each data point we used the maximum achievable
clock frequency and corresponding area and energy results from
PnR for each router and datapath width. However, we include
comparisons for equal clock frequencies to account for scenarios
where the frequency is limited by external factors. In these cases, we
use the same netlists optimized for minimum cycle time.

All network channels had a propagation delay of two cycles
and were clocked at the same frequency as each router; i.e., each
channel had one FF or EB midway between the two connected
routers. Thus, EB networks with the enhanced two-stage router
had four EBs (eight buffer slots) between consecutive router
switches, while networks with the single stage router had three.
The wormhole router input FIFO also had eight buffer slots; seven
of these were necessary to cover the buffer turnaround delay, and
adding an extra entry to bring the buffer size to a power of two
allowed us to simplify buffer control logic. The hybrid router was
configured with a six-entry FIFO in addition to its intermediate EB
to also provide a total of eight buffer slots. In order to maintain the
aforementioned properties, we kept the number of buffer slots
constant when adjusting the datapath width.

For comparisons with equalized throughput, area or energy,
Pareto-optimal curves were generated. Area and energy were
calculated for a single router of each type, and thus do not account
for network channels. Since the number of wires in a channel is the
same for ready-valid handshake and credit-based handshake, the
difference between these two cases in the place and route flow
would be minimal. The datapath width was swept from 29 to
171 bits such that packets consisted of 3-18 flits; widths were chosen
such that fragmentation was avoided. Each flit consisted of a single
phit. We used a set of traffic patterns comprising uniform random,
random permutation, shuffle, bit complement, tornado, and
neighbor traffic [18]. The maximum throughput is averaged across
all traffic patterns. Percentage summaries were calculated by
measuring the average distance between corresponding data points.
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Fig. 5. Two-stage hybrid EB-wormhole router.

Fig. 6. Two-stage hybrid EB-wormhole router with input EB.



3.2 Results

Figs. 7, 8, and 9 illustrate the PnR implementation results. The
curves are not smooth as a result of the heuristic algorithms that
EDA tools use to perform optimizations on discrete values, e.g., for
performing cell sizing.

Comparison results of the single and enhanced two-stage
EB routers are consistent with [14]. The wormhole and hybrid
routers have a 27 and 34 percent larger average cycle time
compared to the enhanced two-stage router, respectively. Like-
wise, they require 1 and 21 percent more energy per bit and occupy
2.3 and 1.5 times the area compared to the single-stage router.
These comparison results are averaged across all datapath widths.

The enhanced two-stage router requires the most energy
because it was placed and routed to meet its small cycle time.
This increases the sizing of cells in the router. The critical paths of
the wormhole and hybrid routers begin at the FIFO or EB read, go
through the switch, and terminate at the output EB or register. The
hybrid router occupies less area than the wormhole router because
its FIFO, which is the dominant factor, is smaller by two slots.
However, it requires more energy per bit compared to the
wormhole router.

To further illustrate the FIFO overhead, Figs. 12 and 13 show
the area and power breakdown for the hybrid and wormhole
routers. The single-stage router is included for comparison. The

input module bars include routing computation, credit handling as
well as the intermediate EB, and associated logic for the hybrid
router. The output module bars include the FFs or EBs between the
crossbar and the channel. They also include credit handling logic
located at the output side. All other control logic, including
arbitration, is included in the “other” bars.

As shown, 56 percent of the area and 21 percent of the power of
the wormhole router were in the FIFO. The FIFO in a similar
hybrid router constituted 60 percent of the area and 17 percent of
the power. The credit logic was the primary contributor for the
increase in input and output area for the wormhole router. On the
other hand, using two library latch cells instead of a single FF cell
causes the increase in input and output power for the hybrid and
EB routers.

Table 1 contains the cell, gate, and net counts of the four routers
with a 64 bit datapath, and shows the relative differences compared
to the single-stage router. The input FIFOs lead to significant
increases compared to the EB routers. The difference between the
wormhole and hybrid routers is not significant. However, this is not
true for the number of gates because of the two extra FIFO slots and
the credit handling logic in the wormhole router.

The PnR results highlight the adverse effects of the input FIFO
in terms of area, energy, and cycle time. This is especially apparent
when comparing the enhanced two-stage and hybrid routers
because they differ only in that the input EB is replaced by a FIFO.
This demonstrates that explicitly adding FIFOs in the wormhole
routers carries a significant additional cost compared to using
existing channel FFs as EBs.

Figs. 10 and 11 plot injection rate versus latency for uniform
traffic. They assume an equal datapath width for all routers. For
equal clock frequencies, the single-stage router has a 19 percent
reduced zero-load latency compared to the other three routers.
However, assuming that each router operates at its maximum
clock frequency, the enhanced two-stage router has a 25 percent
reduced zero-load latency—measured in absolute time—compared
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Fig. 8. Energy per transferred bit after PnR.

Fig. 9. Router area after PnR.
Fig. 7. Router cycle time after PnR.

TABLE 1
PnR Metrics

64 bit datapath. 5� 5 mesh routers with DOR.



to the single-stage router. The wormhole and single-stage routers
have comparable zero-load latencies.

The maximum throughput of each router for a given datapath
width and clock frequency is primarily affected by the number of
available buffer slots. This accounts for the 13 and 6 percent
increased throughput of the wormhole router compared to the
single-stage and enhanced two-stage routers, respectively, when
running at the same clock frequency. On the other hand, while
both credits and ready signals have the same propagation delay

in cycles, the effective buffer turnaround time is one cycle higher
for the wormhole router as credits are consumed during the
switch arbitration stage one cycle before the flit actually leaves the
buffer; this effectively increases buffer occupancy. Furthermore,
the EB routers effectively provide additional buffer capacity in the
form of the output EB. Together, these factors increase the hybrid
router’s maximum throughput beyond that of the wormhole
router. If routers operate at their maximum frequencies, the
enhanced two-stage router has a 27 and 36 percent higher
maximum throughput—measured in absolute time—compared to
the wormhole and hybrid router, respectively. This illustrates that
the difference in cycle time has a significant impact. However,
this comparison does not take into account the impact on area
and power.

To ensure that the four routers behave consistently under traffic
patterns other than uniform random, we have repeated the above
experiment for each of the other five traffic patterns in our set. The
results for maximum throughput are summarized in Fig. 14. As
shown, performance remains consistent with previous observa-
tions. The same is true for latency as a function of the injection rate.
Consequently, we can safely average between traffic patterns for
the rest of this section.

In order to perform a fair comparison of the efficiency of the
four routers, we equalize throughput, area or energy by modifying
datapath width. Therefore, the four networks will have different
datapath widths, and consequently each packet will consist of a
different number of flits.

For our first comparison, we equalize the maximum through-

put. With equal maximum throughput and routers operating at

their maximum frequencies, the single-stage router requires the

same amount of energy to transfer a single bit from an input to an

output as the wormhole router, and 17 percent less compared to

the hybrid router. Due to the single-stage router’s low energy

overhead, it has a wider datapath but the wormhole and hybrid

routers have more buffering slots. Therefore, even though FIFOs

are more costly, in our network they provide twice as much
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Fig. 11. Injection rate versus latency (max. frequencies).

Fig. 12. Area breakdown after PnR.

Fig. 13. Power breakdown after PnR.

Fig. 14. Maximum throughput by traffic pattern.

Fig. 10. Injection rate versus latency (equal frequencies).



buffering compared to the single-stage router. This increases the
maximum throughput of the wormhole and hybrid routers.

The trends for router area are similar to those for energy. The
Pareto-optimal curves relating maximum throughput and area are
shown in Figs. 15 and 16. When operating all routers at their
maximum frequencies, time is given in units of the largest cycle
time among all data points (4.1ns). In this case, the single-stage
router requires 66 percent less area for the same throughput
compared to the wormhole router, and 65 percent compared to the
hybrid router. If we equalize for router area or energy, the datapath
of the single-stage router is wider than those of the wormhole
and hybrid routers. As a result, the single-stage router offers
three percent more throughput per unit energy compared to the
wormhole router and 18 percent more compared to the hybrid
router. The single-stage router also offers 67 percent more
throughput per unit area compared to the wormhole router, and
62 percent more compared to the hybrid router. The trends hold
when operating all routers at the same clock frequency. In this case,
however, the single-stage router provides more throughput per unit
area because the enhanced two-stage router no longer benefits from
its higher maximum operating frequency.

In a Pareto-optimal point comparison with routers operating at
their maximum frequencies, the single-stage router has a

three percent increased zero-load latency for the same maximum
throughput compared to the enhanced two-stage router. This
result differs from [14] because our network for this comparison
has two-cycle channels that are clocked at the same frequency as
the routers, and thus favors the enhanced two-stage router.
However, compared to the single-stage router, the wormhole and
the hybrid routers still have a 10 percent higher zero-load latency
for the same saturation throughput. This is because in our 2D mesh
with a large measured average hop count of 6.2, the difference in
cycle time between the wormhole and hybrid routers on the one
hand and the single-stage router on the other hand is not large
enough to outweigh the latter’s smaller pipeline depth. Therefore,
while the enhanced two-stage router has a lower zero-load latency
than the three other routers, the single-stage router is still
preferable to the FIFO-based routers. The Pareto-optimal curves
are shown in Figs. 17 and 18.

With routers operating at the same clock frequency, the single-
stage router leverages its reduced pipeline depth and offers lower
zero-load latency for the same maximum throughput. The other
three routers are comparable because they all have two pipeline
stages; the slight differences in performance are due to different
amounts of buffering provided by each and the resulting
differences in maximum throughput.
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Fig. 16. Throughput versus area (max. frequencies).

Fig. 17. Throughput versus latency (equal frequencies).Fig. 15. Throughput versus area (equal frequencies).

Fig. 18. Throughput versus latency (max. frequencies).



We also compared a hybrid EB-wormhole router based on the

single-stage router. However, because of the significant timing

overhead introduced by the FIFO and because of the lack of

pipelining to split the critical path, this design had a 65 percent

increased cycle time compared to the two-stage hybrid design we

evaluate in this section. Moreover, the addition of a FIFO defeats

the primary advantage of the single-stage router: its design

simplicity. Consequently, we did not investigate this particular

design point further.

Networks with different channel lengths will affect the number

of buffer slots available to EB routers and thus the maximum

throughput. However, this is a minor effect [12] as maximum

throughput is mostly affected by contention in the routers. We

have shown that even in a topology with short channels such as

our 2D mesh, EB networks are more efficient, and that adding

extra buffering in the form of input FIFOs decreases network

efficiency. Topologies with longer channels provide more buffer-

ing opportunities for EB networks, while the associated impact on

cost is comparable for EB and VC or wormhole networks. Also,

longer channels require wormhole routers to use bigger input

buffers in order to ensure that the longer credit roundtrip time can

be covered. Hybrid routers, on the other hand, use the ready-valid

handshake, and are thus not subject to this requirement.

Changing the network diameter or router radix will affect the

fraction of the power and area that is consumed by the FIFOs, and

will thus affect our comparison results. However, as long as FIFOs

remain more expensive than EBs, EB routers will likely continue to

be more cost efficient; otherwise, hybrid EB-wormhole designs will

prove beneficial since they combine increased buffering with

credit-less flow control and still take advantage of the FFs already

present in the channel as distributed storage. The use of SRAM-

based—rather than FF-based—FIFOs could also have impacted our

results; however, for the FIFO sizes and technology library

considered here, FF-based FIFOs are more area and energy

efficient than compiler-generated SRAMs. Even for larger sizes,

SRAM-based buffers may have larger power overheads than our

results of 21 percent for the wormhole router and 17 percent for the

hybrid router [19]. The exact SRAM implementation, e.g.,

compiler-generated versus custom-designed, may also signifi-

cantly affect the SRAM cost. However, we did not investigate the

implementation of efficient custom SRAMs in this study.

Overall, our results show that the single-stage router is

preferable to the three other routers in terms of throughput

efficiency, area, and energy. The enhanced two-stage router

provides slightly better zero-load latency; however, the single-

stage router remains preferable to the wormhole and hybrid

routers in all aspects. This is true regardless of whether the routers

operate at maximum or equal clock frequencies. Despite the

single-stage router’s larger cycle time, its area and energy savings

can be traded for a wider datapath, enabling higher throughput

and lower serialization latency. This highlights that design

simplicity can result in decreased overhead and higher perfor-

mance efficiency. Design simplicity also offers other advantages,

such as reduced PnR flow turnaround time.
Thus, we have illustrated that EB flow control is beneficial

compared to wormhole flow control, although the optimal type of
EB router may differ depending on the network configuration. A
previous study [12] came to similar conclusions when comparing
EB and VC flow control.

4 CONCLUSIONS

In this work, we presented a comparison of EB and wormhole flow
control techniques. Like VC routers, wormhole routers use FIFOs

at their inputs for buffering instead of using channels as
distributed FIFOs like EB routers. However, they do not use VCs
and therefore do not require VC allocators. Also, like EB routers,
they use output arbiters instead of a full switch allocator. While
they use credits, the associated control logic is much simpler due to
the lack of VCs. A wormhole router’s buffer has to at least be large
enough to cover the buffer turnaround time; furthermore, as
credits are consumed during the switch arbitration stage one cycle
before the flit actually leaves the buffer, buffer occupancy is higher
than for a router with the same amount of buffer space that uses
the ready-valid handshake.

We also explore novel hybrid EB-wormhole router designs.

Such designs replace the input EB with a FIFO. Hybrid routers still

use the channels for buffering, but the additional FIFOs enable

higher throughput at the cost of increased area and power. Hybrid

routers use the ready-valid handshake instead of credits. Due to

the complexity of the FIFO logic, a hybrid router based on the

single-stage router has a 65 percent increased cycle time compared

to a hybrid router based on the enhanced two-stage router.

Therefore, we only consider the latter design in this study.
With the EB-wormhole comparison and the hybrid design

exploration we closely examine the effect of design simplicity and
input buffer cost. Moreover, we investigate the trade-off between
input buffer cost and increased maximum throughput, as well as
the trade-off of gaining buffering through network channels on
the one hand and through additional input buffers on the other
hand. As a result, we gain a better understanding of where the
advantages of EB flow-control over VC flow-control reported in
[12] originate.

As our results show for an 8� 8 2D mesh with DOR, the

enhanced two-stage router has a 25 percent smaller cycle time

compared to the wormhole router, the fastest among the FIFO-

based routers (i.e., wormhole or hybrid). However, the single-stage

router is able to trade off area and power savings from its

significantly simpler design for a wider datapath. That way, it

offers three percent more throughput per unit energy, 62 percent

more throughput per unit router area, and has a 10 percent lower

zero-load latency for equal saturation throughput when compared

to the most efficient FIFO-based router for each case. The single-

stage router is preferable to the FIFO-based routers in all aspects.

The dominant factor in all results is the input FIFO. It is part of

the router’s critical path in all configurations. Moreover, it

contributes 56 and 60 percent of the area and 21 and 17 percent

of the power of the wormhole and hybrid routers, respectively,

under a 20 percent flit injection rate. This highlights that using the

channels for buffering instead of FIFOs provides significant gains,

even in a topology with short channels such as our 2D mesh.

Topologies with longer channels will provide more buffering in the

EB channel, while affecting the cost of the EB and VC or wormhole

networks similarly.

In summary, in our network configuration, EB flow control using

the single-stage EB router is more efficient than either wormhole

flow control or the hybrid designs. Since EB flow control has been

shown to be more efficient than VC flow control, EBs represent a

preferable choice over a wide range of buffered networks-on-chip,

which are currently the dominant design choices.
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